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breaching privacy or taking down 
websites through techniques such as 
distributed denial of service attacks. 
Online warfare is focused on 
content-based attacks.

The target communities chosen for 
attack are those with little perceived 
social power, political power, voice, 
and socio-economic power. Like 
schoolyard bullies, online hate 
networks pick targets who they 
believe are least likely to be able to 
fight back effectively while offering 
political and economic opportunity. 
This is a moving target: as one group 
is no longer deemed effective for 
their purposes, hate groups move to 
another target group to secure 
political and economic power.

The purposes for online warfare are 
many and often overlapping:

- Silencing: Individuals,
organisations, and communities at
the “margins of the margins” are
targeted for the purpose of erasing
their voices and perspectives from
the online space. At its heart, this is a
direct attack on the free speech
rights of the target, through the use
of communicative tactics outlined
below.

- Disrupting democracy: State
actors using these techniques and
infrastructure seek to disrupt
democratic processes in other
countries, to impact the global
balance of power or to ensure the
election of governments that will be
sympathetic to the human rights
abuses happening within their own
country or perpetrated on other
countries.

This is an extension of “cold war” tactics 
moved to online spaces. This activity is 
particularly harmful when it is opaque 
to most users, who cannot, therefore, 
make informed decisions.

- Income generation: material focused
on attacking vulnerable minority
groups has been shown to generate
large amounts of income, through the
monetisation of accounts, the sale of
merchandise and books, lecture tours,
and more. The greater the online reach,
the more advertising income is earned.
Anti-vaccination campaigns are known
to increase sales of alternative remedies,
some of which can be actively harmful.
Malicious actors earn millions of dollars
with minimal effortiv.

- Political clout and power: political
actors, whether they be political parties,
elected representatives, or aspiring
candidates, use online warfare tactics to
garner political support. By creating a
perceived enemy that threatens the way
of life, culture, and economic and social
welfare of the majority groups, political
actors are able to unify the majority
population and build political support.
Successful tactics have led to such
actors gaining increased representation
and sometimes being in power, thereby
being able to use the state machinery to
invest in online warfare.

- Free advertising and reach: malicious
actors understand the impact of
inflammatory speech. It is based on an
advertising tactic that is tried and
tested. The aim of this tactic is to rely
on outrage to spread the visibility of the
content and the actor(s) much further.
Each share and/or outraged comment,
each media article or blogpost
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As witnessed globally with the rise of 
hatei, authoritarian populismii, 
racism, fascist movements, and calls 
to the genocide of minorities, online 
infrastructures exist at the core of 
campaigns threatening democracies 
and are directly linked to the violence 
experienced by communities at the 
intersectional margins. In this white 
paper, we outline the nature of online 
warfare, the mechanics underlying it, 
and its underlying drivers. Building 
on our analysis of the existing 
infrastructure that drives online 
warfare and the existing frameworks 
for responding to online warfare, we 
propose a community-led culture-
centered approach to responding to 
online warfare, arguing that the 
empowerment of communities at the 
“margins of the margins,”iii  
combined with the development of 
infrastructures for critical literacy, 
are critical to addressing the local-
national-global threat posed by 
online warfare. We argue that a 
culture-centered framework for data 
justice that empowers historically 
marginalised communities to 

to participate in platforms, organise 
to challenge hate, and drive policies 
for regulating hate on platforms is 
critical to promoting and sustaining 
sustainable development goal 
(SDG) 16: peace, justice, and 
strong institutions. We foreground 
a culture-centered framework for 
digital data literacy that is rooted in 
community voice and ownership of 
storytelling processes.

Defining online warfare

This paper defines online warfare as 
organising online infrastructures for 
spreading disinformation and hate, 
threatening social cohesion, 
threatening democratic processes, 
attacking justice-based 
mobilisations emergent from 
marginalised communities, and 
calling for the deployment of 
violence targeting communities at 
the “margins of the margins.” 

We differentiate online warfare 
from cyber warfare, as the latter is 
focused on disrupting online 
infrastructure, hacking systems,
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of minority oppression, as reflected in 
hate narratives such as “The great 
replacement theory” and “The Muslim 
invasion” which are mobilised in calls 
for violence directed at minorities. 
Communicative inversions 
manufacture minority communities as 
threats to the majority culture.  
Consider here the mobilisation of the 
“racist” trope by white supremacists in 
settler colonies to target anticolonial 
critiques of whiteness, building  
campaigns targeting anti-racist 
activists, community members, and 
academics speaking out against hate. 
Consider similarly the deployment of 
the term “Hinduphobia” by Hindutva 
groups as a hate construct to silence 
the critiques of Hindutva, its political 
project, and its targeting of Muslim 
individuals, households, and 
communities.

• Framing: Frames offer ways of seeing
people, communities, and issues.
Online warfare deploys framing to
construct marginalised communities as
threats to the status quo. Essential to
the framing strategy is the deployment
of the narrative of “the other,”
continually producing the other to
generate emotions. Emotions such as
anxiety, fear, and anger toward “the
other” are produced through frames
that narrate the story of cultural take-
over or cultural loss. Consider for
instance the construction of migrant
activists as polluting threats to cultural
purity, tied to anti-immigrant policies
and threats to deport migrants.
Consider the ongoing othering of
Muslims that forms the core of the  the
Islamophobia industry, built on the
othering of Muslims as terrorists.
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provides free advertising and unpaid 
reach, regardless of the fact that such 
commentary may be critical and 
incredibly negative. The ensuing 
refutation increases reach and 
awareness further, thereby providing 
millions of dollars of free publicity.

Communicative Strategies of 
Online Warfare

Online warfare draws upon a range of 
interconnected communication 
strategies that often draw upon each 
other, build on each other, and 
magnify the effect of the targeted 
attack. Some of the communicative 
tactics of online warfare are as follows:

• Disinformation: Disinformation is
information that is known to be
incorrect, untrue, and/or misleading
by the creator of content, and spread
with the purpose to deceive the
recipient of the information. In other
words, disinformation is
misinformation that is produced and
disseminated strategically. Critical to
the disinformation infrastructure
online is the underlying objective.
Producers of disinformation construct
inaccurate information with the
specific objective of misguiding the
target audience, seeking to influence
knowledge, attitude, and/or behavior.

• Communicative inversion:
Communicative inversion is the
deployment of symbols, narratives,
and frames to turn materiality on its
head. Misinformation is often
constructed through communicative
inversions. In the context of ongoing
processes of marginalisation, majority
communities are turned into victims

• Dehumanisation: Dehumanisation
refers to the communicative process
through which a target person or target
group is deprived of human qualities.
Dehumanisation is often directed
toward minorities at the “margins of
the margins,” and is a critical step
toward the organising of hate discourse
toward violent action and is a critical
feature of genocidal hatev.

• Equivocation: Equivocation refers to
the use of ambiguous language to
conceal the truth. In the context of
online hate, the strategy of
equivocation signals and promotes hate
while obfuscating the use of hate on the
surface. The strategy of equivocation is
often a critical resource for hate-based
organisations that present the language
of family, dialogue, and harmony, while
promoting hate toward specific groups.
Consider for instance the targeting of
transgender communities by far-right
Christian organisations that deploy the
language of family, replete with images
of happy families while simultaneously
generating messages of hate . The
family, and particularly children, are
projected as at risk from transgender
communities, forming the basis for
mobilising violence.

• Humour and plausible deniability:
Humour directed toward communities
at the “margins of the margins” is often
a strategy for online warfare . Hate is
constructed as humour, coding calls to
violence in the language of humour.
Critical to the deployment of humour is
the ability for hate messages to fall
below the threshold of detectable hate
speech on online platforms. Moreover,
the deployment of hate as humour

 often offers plausible deniability, thus 
protecting the producer and 
disseminator of hate. Critical here is the 
role of media personalities, news 
anchors, and journalists in producing 
hate through humour, often mobilising 
the dehumanisation of marginalised 
communities.

• Impersonation: Fake websites are set
up to impersonate individuals and
organisations, with the process of
impersonation working to silence
critical voices. Some of these fake sites
mimic media sites and have been
effective in reputable media
organisations reporting disinformation
as news. In other instances, fake online
sites, apps, and accounts impersonate
activists, academics, community leaders
from the margins, or working in
solidarity with the margins. Consider
here Hindutva-aligned hate producers
that created an app and placed Muslim
women activists, academics, and leaders
on the app for sale by impersonating
them.

• Death and rape threats: The use of
death and rape threats has often proven
effective in silencing the voices of the
targets of such campaigns, promoting
self-censoring and strategies such as
locking accounts because of the targeted
hate, thereby limiting their freedom of
speech and ability to reach a wider
audience. Explicit threats giving dates
and times, or bomb threats for public
speaking engagements have driven
victims out of their homes, resulted in
the cancellation of public speaking
engagements, and deterred targets of
the attacks from standing from public
officevii.
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Modes of Communication

Online warfare is carried out through 
multiple modes of communication, 
often working jointly or in dialogue with 
each other to amplify the volume of 
disinformation and hate.  

• Text: Disinformation and hate are
often conveyed through textual
messages. These textual messages take
diverse forms from short Twitter
messages and Twitter threads to longer
Facebook posts, to longer messages
constructing narratives and shared
through platforms such as Telegram and
WhatsApp. Texts are key resources in
the construction of hate narratives.

• Memes, visuals, and videos:  Memes
are critical communicative resources in
the mobilisation of hate, recruiting
members into hate groups, forming the
basis of identities and connections, and
building hate communities . Similarly,
visuals powerfully draw audience
members into the hate message,
arousing emotions, and inviting them to
act. Islamophobic propaganda films
such as “The Kashmir Files” and “The
Kerala Story” are examples of content
that mobilizes hate towards minority
communities (in this instance, hate
toward Muslims in India, and toward
Indian Muslim diaspora communities
across the globe). Online gender-based
violence is experienced with
photoshopped photographs or altered
videos superimposing the face of targets
onto pornographic content, with the
intent of humiliation and sexual
harassment.

• Targeting of livelihoods: Online
warfare targets the livelihoods of
community members, activists,
advocates, researchers, and academics
that identify with intersectional
marginalised positions or advocate for
the rights of marginalised voices. The
targets of such attacks are often activists,
researchers, and academics who speak
up and speak out against the hate.
Organisers of online warfare post the
email addresses and names of
employers, encouraging others to write
to the employer to raise complaints.
Consider here swarms organised around
complaint letters written to institutions
demanding that academics be fired. The
appearance of volume is meant to offer
the semblance of widespread
resentment, which then is intended to
further amplify the pressure on the
institution.

• Mimicking research and
accountability: One of the core
strategies for driving up online hate is
the mimicking of research, drawing
upon the narrative of accountability, to
target critical voices from the margins.
Hate influencers (more on this in a later
section) play key roles in mobilising
online trolls under the narrative of
mobilising individuals to carry out
public research, carrying out
surveillance on targets under the guise
of digging up information. Consider the
ways in which far-right groups in
Aotearoa have mobilised the
performance of research to target
academics, researchers, and activists.
The framework of “digging up dirt” is
critical in the organising of swarms and
directing these swarms to destabilise
institutional processes. Consider here

swarms organised around complaint 
letters written to institutions demanding 
that academics be fired. The appearance 
of volume is meant to offer the 
semblance of widespread resentment, 
which then is intended to further 
amplify the pressure on the institution.

• Doxing: publishing of physical
addresses for home and work, along
with email and phone contact
information. This may be accompanied
by photographs of the home and of the
targets, possibly with family members,
are provided with incitement to harass
or commit explicit violence.

• Volume: Online warfare is
characterised by the exponential volume
of hate content. The harm that occurs
from the hate is magnified manifold
with the sheer volume and scale of
comments, where each individual
comment doesn’t breach any standards,
but together, the volume of negative
comments becomes overwhelming for
the targeted individual or community.
Volume creates psychological harm by
overwhelming the target. The target and
supporters do not have the capacity to
respond to each individual commenter,
and the comments may contain
disinformation or low-level abuse.

• Intertextuality: Diverse actors
deploying online disinformation and
hate are often connected with each
other, drawing upon and building on
the hate, forming a networked
infrastructure directed at the “margins
of the margins.” The strength of the hate
discourse is multiplied manifold
through the flows between diverse
registers of hate.

Note here for instance the ways in which 
Hindutva, far-right Zionist and white 
supremacist groups align in targeting 
individual activists, academics, and 
communities . Critical here is the 
Islamophobia that underpins the hate 
that is mobilised by these groups, 
engaging in dialogue with each other 
and building a networked infrastructure 
of hate that shares discursive resources, 
frames, and strategies.

• Hate as free speech: Various forms of
hate discourses draw upon the
articulation of free speech to build and
sustain the infrastructures for producing
and disseminating hate . Particularly
salient here is the role of white
supremacist groups in settler colonies to
draw upon free speech frameworks to
legitimise the production and
circulation of hate targeting Indigenous
communities, migrants, gender diverse
communities, and other communities at
intersectional margins. The framing of
free speech as an infrastructure for
legitimising hate reflects the
fundamental hypocrisy of whiteness as
the organising ideology in settler
colonies, simultaneously attacking
violently and through many of the
mechanisms outlined above Indigenous
and minority voices exposing the
hypocrisy of free speech. These attacks
are often carried out through astroturfs
and influencers, often drawing on
narratives such as accountability to
taxpayers while laying claims to
supporting free speech as a democratic
value.
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Women and girls are increasingly subject 
to a range of communicative tactics 
connected with hate, as highlighted by a 
recent UN reportxix. Local women 
politicians, activists, and researchers in 
Aotearoa New Zealand have been similarly 
targeted with misogynist hatexx.

• Sexuality: Far-right hate groups are
increasingly targeting LGBTQI+
communities, portraying them as threats
to children .  Consider here the
collaborative intersections between various
hate groups (more on this in the section
on intersectional vectors).

• Racial minority communities: The far-
right has historically organised through
the targeting of minority communities,
turning minorities into threats. The
mobilisation of hate is based upon the
vilification of minorities.

• Religious minority communities: Many
different ideologies have targeted religious
minorities to incite violence hate.
Justification for the free spread of
dehumanising language and ate is based
on the notion that religious belief is a
choice rather than an intrinsic
characteristic.

• Indigenous communities: In Aotearoa
New Zealand, Māori communities have
borne the brunt of active online hate
campaigns. Hateful content is focused on
the use of te reo Māori, co-governance
models, and culture . Consider here the
role of astroturfs, far right hate groups,
and political parties organising attacks on
Te Tiriti.

• Intersectional vectors of harm: The
targeting of hate is often multiplied
manifold at the intersectional margins.

The concept “margins of the margins” 
draws attention to the intersectional 
targets of hate. Individuals and 
communities with multiple protected 
identities are likely to receive higher levels 
of abusexxiii.

• Activists: Hate groups that are deployed
by populist and far-right authoritarian
forces often seek to silence dissenting
voices. The goal of repressive political
actors working alongside hate groups is to
produce a chilling climate, which forms a
key ingredient in establishing fascist
politics.

• Academics and researchers: Hate
groups often directly target academic
voices, with the goal of silencing academic
voices. Hate campaigns are often directed
at public facing academic voices. For
instance, academics participating on
platforms such as X challenging far-right,
genocidal and authoritarian modes of
power and control often become the
targets of organised attacks. Hate
campaigns often directly target
disinformation researchers, seeking to
silence them.

• Politicians: Politicians speaking in
solidarity with marginalised communities,
voicing the unmet needs of welfare
recipients, advocating for social welfare
policies often become the targets of hate
campaigns. These campaigns are based on
surveillance, alongside disinformation
planted on online and offline spaces, and
often directing the attacks at the broader
familial and social networks of targeted
politicians.

• Education and welfare policies:
Neoliberal capitalist organisations
including foundations and think tanks

• Music: Music organises hate by
generating and responding to affective
registers. An example of the use of music is
“Hindutva pop” music containing violent
lyrics set to catchy rhythms. This kind of
content is readily available on YouTubexii

as well as available for download on apps.
The Christchurch terrorist had a Serbian
nationalist song knows as “Remove Kebab”
playing in the background at the beginning
of his livestream video of the mass murder
xiii.

• Speeches: Historically, speeches have
been instrumental in the mobilisation of
mobs. Violence targeting minorities has
often been catalysed through speeches.
Online platforms exponentially multiply
the reach of speeches, reaching a large
audience and inviting the audience to
participate in the violence. Recorded hate
speeches played on cassette tapes have been
instrumental in the mobilisation of
genocidal violence.

• Mobs: Mobs are crowds of people that are
gathered usually within short timeframes,
usually disorderly, and with the intent to
cause violence. The mobilisation of mobs
toward violence is a core strategy of
violence.

Infrastructures for 
dissemination

• Swarm structure: Online misinformation
and hate draws on the swarm structure of
platforms . The swarm structure multiplies
the hate at an accelerated pace, growing it
manifold and directed at a target. The
target experiences the hate as
overwhelming and exponentially growing
volume of content.

• New hate platforms: Designers of hate
campaigns continually innovate and
develop new platforms through which they
target communities, groups, and
individuals at the margins. Consider for
example the “Bulli Bai” app that was
created in India by Hindutva-aligned hate
groups to target Muslim women leaders,
activists, artists, and other public figures.

• Astroturfing: Astroturfing is “organised
activity that is intended to create a false
impression of a widespread, spontaneously
arising, grassroots movement in support of
or in opposition to something (such as a
political policy) but that is in reality
initiated and controlled by a concealed
group or organisation (such as a
corporation).”xv  Astroturfing in online
spaces creates the infrastructure for
mobilising around disinformation and
hate, working actively to mislead the
audience to recruit into hateful agendas.
Salient here are the various organisations
that are set up to mobilise around
disinformation, funded by powerful
political-economic infrastructures that
directly gain from the circulation of
disinformation.

• Troll farms: Institutional use of trollsxvi,
often paid, to disrupt discourse with the
purpose of achieving political goalsxvii.

Targets of online warfare

• Gender and gender-diverse
communities: Online disinformation and
hate are disproportionately directed toward
women and gender-diverse communities.
The targeting of transgender communities
with hate forms a critical resource in the
far-right communicative infrastructure xviii.
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fund and produce hate directed at 
welfare recipients, community members 
experiencing poverty, welfare policies, 
and education policies. Disinformation 
and hate work toward delegitimising 
public programmes, which in turn is a 
critical step toward dismantling welfare 
and privatizing education. Note here the 
linkages among hate content produced 
by far right think tanks, white 
supremacist groups, the extractive and 
tobacco industries, and right-wing 
politicians.

Types of platforms

• Websites: Websites of organisations
and individuals can be used to host
harmful content. Major platforms using
automated content moderation have
been exploited through content being
held on websites, with only the URL
being shared on these platforms. While
this tactic is now being addressed by
platforms, there are few effective
mechanisms to take down websites that
platform hate. Some content is hosted
by websites such as WordPress or
Substack, with minimal content
guidelines and accountabilityxxiv, with
enforcement being patchy, and drawing
on settler colonial constructions of free
speech, drawing often from the US
context. It is worth noting here that a
large proportion of platform capital is
headquartered in the US.

• Gaming: Extremists have used gaming
sites in multiple ways, including the
production of bespoke video games to
promote their ideology; modification of
existing popular games, and use of in-
game chat functionsxxv.

• Retail: This is a subset of websites that
sell merchandise that propagates
extremist ideologies and symbolsxxvi.
Major and well-known sites like
Amazon have had issues with selling
merchandise that is used to fund
extremist groups , and payment services
like PayPal and others have been
exploited as well. Also critical to note
here is the active relationship between
some of the leaders in technology-based
retail and far-right groups.

• Social media: These are platforms that
allow users to share content and
network with each other, creating a
community around the sharing of
information and support. They have
been exploited in various ways to
disseminate disinformation and hate,
with social media platforms such as
Facebook emerging as the dominant
actors in the dissemination of
disinformation and hate. Platforms such
as Telegram and Discord, as well as
private Facebook pages, are spaces for
extremists to organise.

• Messaging apps: Messaging apps are
powerful in disseminating
disinformation and hate by drawing on
the power of interpersonal relationships,
leveraging intimacy to build trust. Apps
such as WhatsApp, Signal, Messenger
and Viber have end-to-end encryption,
which is crucial for activism and privacy
rights, but also hide the significant
activity conducted in the online warfare
space.

Effects of online hate

Online hate produces a range of effects, 
from leading to real-life violence to 
impacting the psychological well-being of 
the targeted individuals, groups, and/or 
communities. Below are some examples 
of widespread offline violence that is 
directly tied to online discourse.

• Violence: Online hate results in various
forms of violence, with disinformation
often being mobilized to catalyse mobs
that carry out the violence . Digital
platforms have emerged as key features in
the mobilisation and organisation of
mobs around specific events. Consider
here the role of rumours spread over
online platforms in escalating violence,
resulting in the targeting of individuals,
groups and/or communities. The violence
is disproportionately directed toward
marginalised communities.

• Andrew Tate and pick-up
artist culture: There is growing evidence 
that young men and boys are actively 
harassing teachers and students, 
influenced by viral influencers such as 
Andrew Tatexxix. The virality of this 
content is by design. “Evidence obtained 
by the Observer shows that followers of 
Tate are being told to flood social media 
with videos of him, choosing the most 
controversial clips in order to achieve 
maximum views and engagement.”xxx

• Hindutva: In India and in the
Indian diaspora, far-right Hindutva 
discourses have mobilised around the 
production of the Muslim other, 
generating the fear of the Muslim to 
mobilise violencexxxi. Extremist Hindutva 
discourses online dehumanise Muslims, 
pathologize Muslims, articulate rape   

threats directed disproportionately at 
Muslim women, and call for violence 
directed at Muslims. In India, Hindutva 
discourses mobilised online have led to 
the organising of mobs, often under the 
umbrella of organisations such as the 
Vishwa Hindu Parishad (VHP).

• Myanmar: Meta played a key
role in the organising of violence 
targeting Rohingya Muslim communities 
in Myanmar. An Amnesty International 
report states that “Meta knew or should 
have known that Facebook’s algorithmic 
systems were supercharging the spread of 
harmful anti-Rohingya content in 
Myanmar, but the company still failed to 

act.... Meta repeatedly failed to heed the 
warnings, and also consistently failed to 
enforce its own policies on hate 
speech.”xxxii

• Kenya case: This case shows
the alleged direct impact of posting 
online resulting in violence. “Court 
filings say that in October 2021, militants 
followed Meareg home from work, shot 
him in the back and leg, and left him to 
bleed. Meareg, a well-respected chemistry 
professor according to the lawsuit, was 
targeted after Facebook posts spread his 
name, photo, and false allegations that he 
was associated with a deadly rebel group 
because of his ethnicity as a Tigrayan, the 
country's minority demographic. In an 
affidavit, Abrham says he asked Facebook 
multiple times to remove posts about his 
father — both before and after his 
death.”xxxiii

• Other examples: in Germany,
there was a correlation between anti-
refugee Facebook posts and attacks on 
refugeesxxxiv; the Charleston Church
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shooter engaged in an online self-
learning process; the Pittsburgh 
Synagogue shooter espoused conspiracy 
theories on the “great replacement” of 
white people on Gab; this same trope 
was used as justification by the 
Christchurch terrorist who credited 
YouTube for shaping his views; and in 
Sri Lanka the Tamil Muslim minority 
was targeted based on rumours spread 
onlinexxxv.

• Mental health: Online warfare directly
impacts the health and well-being of
targeted individuals, groups, and
communitiesxxxvi. Even if there is no such
translation, online harm can result in
psychological trauma responses,
radicalisation, and desensitisationxxxvii.

• Voter suppression: Online warfare
increasingly plays a key role in targeting
communities at the “margins of the
margins” with disempowering messages,
directed at keeping them away from
participating in democratic processes. In
electoral processes, far-right groups have
deployed hate toward voter suppression,
mobilising to build sense of
disempowerment in marginalised
communities and in discouraging
community members from participating
in voting. In the US elections of 2016 for
instance, the Russian Internet Research
Agency purchased ads targeting African
American audiences and urging them to
“boycott the elections.”xxxvii

Drivers of online warfare

Underlying the mobilization of online 
warfare is a political-economic 
infrastructure. The colonial-capitalist 
model that seeks to maximise 
engagement at the expense of safety, the 

right to life and freedom from 
discrimination.

• Machine learning and algorithms:
recommender algorithms increase reach
by recommending similar content.
Liking, sharing and commenting on
posts increase reach and visibility. The
design of some platforms ensure that
posts designed to garner outrage will get
higher reach than those which receive a
“like” responsexxxix. Content moderation
algorithms can reduce reach or remove
content. Another example is in the
Amnesty International report on
Myanmar, which shows how algorithms
were promoting content instead
reducing reach xl. Algorithmic
transparency.

• Generative artificial intelligence:
there have already been widespread
discussion of copyright breachesxli and
existential threats to humanityxlii. There
is also the risk that generative AI will
exacerbate the spread of
disinformationxliii and can also similarly
be used for radicalisation and the spread
of hate ideologiesxliv. Generative AI
includes the production of fake videos,
which has the potential to call into
question evidence or create incidents
that never occurred for the purpose of
inciting violence. There have been calls
for transparency, so people are aware
that the content is generated by AI, as
well as a whole body of work on ethics in
AIxlv.

• XR (Extended Reality): “XR is an
emerging umbrella term for all the
immersive technologies. The ones we
already have today—augmented reality
(AR), virtual reality (VR), and mixed
reality (MR) plus those that are still to be

created.

All immersive technologies extend the 
reality we experience by either blending 
the virtual and “real” worlds or by 
creating a fully immersive experience.”xliv 
As with multiplayer role-playing video 
games, there is the possibility of avatars 
or online personas being beaten, killed or 
subjected to sexual violence, resulting in 
psychological trauma. Targeting of 
marginalised groups for this type of 
violence as well as using it to desensitise 
and to spread violent ideologies is a risk.

• Rewarding outrage and hate: Outrage
and hate are economically profitable, for
the producers and disseminators of hate,
as well as for the platforms that circulate
the hate. Hate content that generates
reactions of outrage is much more likely
to be circulated compared to other forms
of content. Discourses that organise hate
are viral by nature, drawing on the
capacity of hate to mobilise attention,
generate reactions and shares, catalyse
the formation of mobs, and mobilise the
mobs to act.

• Monetising hate: many platforms
allow users to earn income based on
reach, such as YouTube. Other platforms
provide users with large following with
sponsorships for promoting products or
particular types of content. With
outrageous and borderline content
gaining greater reach both through
algorithms and the infrastructures for
dissemination, those promoting hate are
earning significant amounts of
incomexlvii. For example, 25 YouTube
accounts were able to earn an estimated
USD3.5million for a hate campaign
targeted at Meghan Marklexlvii.

• Smaller platforms: smaller platforms
do not have the resource base or the same
level of expertise to effectively control
exploitation by extremist groups. Often
such groups are using smaller platforms
to organise campaigns for larger social
media platforms. Smaller platforms also
have less capacity to respond to a crisis
event, where livestreaming or manifestos
related to an offline live event are hosted
on these sites. These platforms require
support, and organisations like Tech
Against Terrorism have a focus on
providing this through upskilling and a
range of tools.

• Virtual Private Networks: Virtual
private networks (VPNs) create secure
connections between a computing device
and a computer network, or between two
networks, using public networks such as
the Internet. On one hand, VPNs create
pathways for bypassing censorship in
authoritarian regimes, and for resisting
surveillance. On the other hand, they are
often used as infrastructures in the
dissemination of disinformation and
hate.

• Unmoderated platforms: certain
platforms have become sites for
extremists to organise, share memes that
dehumanise and desensitise, and host
content that includes threats of violence
and doxing. Such sites refuse to moderate
content and are sometimes based in
countries where there are no effective
legal regulations, or where such
regulations are not enforced. Websites
like 4chan and Telegram deliberately
exclude themselves from international
mechanisms such as the Global Internet
Forum to Counter Terrorism or other
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Empowerment processes

Because online warfare is critically 
organised to silence the voices of 
communities at the “margins of the 
margins,” empowering communities to 
understand and recognise disinformation 
and hate, respond to disinformation and 
hate, and develop community-led 
interventions is critical.

• Critical digital literacy: Critical digital
literacy builds the capacities to critically
evaluate and process information,
attending to information quality,
evaluating the underlying mechanisms
that drive platform hate, and analysing the
power and control that shape how
information is produced and
disseminated. Developing culture-
centered processes of empowerment
grounded in critical media literacy
strengthen the capacities of communities
to challenge the disinformation and hate.

• Education and awareness: Ensuring
that there is widespread public awareness
of the way online spaces are manipulated
is critical to inoculating societies and
preventing unsuspecting users from being
taken in by online warfare tactics.
Organisations in Aotearoa New Zealand
such as The Disinformation Project,
Antifascist Aotearoa, and Fight Against
Conspiracy Theories (FACT) are
providing valuable services in this space.

• Fact-checkers: Fact-checkers form
critical infrastructures in countering
disinformation-based campaigns. Fight
Against Conspiracy Theories in Aotearoa
New Zealand ran a fact-checking
campaign during the local body elections
in 2022. The group effectively exposed

candidates belonging to various anti-
vaccination groups or other organisations 
that promoted conspiracy theories . 
Organisations such as Alt News in India 
play key roles in challenging the 
disinformation-based hate structure of 
Hindutva. 

• Community mobilisation: campaigns
that bring together community
organisations and individuals to counter
and speak back to visible and organised
hate campaigns have had some level of
success. Tauiwi Tautoko  is a programme
focused on training non-Māori effective
techniques to engage online and speak
back to hate directed towards Māori.
Inclusive Aotearoa Collective Tāhono is
in partnership with other organisations
(including Tohatoha and Amnesty
International) to build a civil society
group known as the Coalition for Better
Digital Policy. The work of the Center for
Culture-centered Approach to Research
and Evaluation (CARE).

• Increase diversity: Empowerment
processes are vital to fostering diversity
and pluralism in decision-making and at
all levels of government, regulatory
bodies, platforms and community-led
approaches. Centering the lived
experience of those who have suffered the
impacts of online warfare is critical, as
well as the need to ensure diverse
perspectives from different world views.
Evidence suggests more diverse groups
make better decisions , but there is a more
important human rights imperative to
ensure diverse communities can
participate in making decisions that affect
them.

organisations providing support such as 
Tech Against Terrorism.

• Media influencers: Media influencers
such as Alex Jones of Infowars are powerful
drivers of disinformation and hate.
Disinformation and hate form the primary
drivers of revenue for these influencers. In
Aotearoa, media influencers such as the far-
right activist Kelvyn Alp use platforms such
as Counterspin Media to circulate
disinformation and hate. Note here the
range of far-right influencers that play key
roles in mediating the disinformation-based
hate discourses from the far-right spaces
into the mainstream. Similarly, in the
Hindutva ecosystem in Aotearoa, media
influencers such as Roy Kaunds,
collaborating with Counterspin Media, are
key actors in the dissemination of
Islamophobia.

• State actors: In disinformation
campaigns related to the Ukraine war,
Russian disinformation tactics included the
use of fake websites to mimic Western news
websitesxlix. Other tactics documented were
the use of paid trolls, fake Facebook profiles
that posed as journalists, payment of
TikTok influencers, and amplifying
authentic messages that supported the
government’s viewpointl. Similar tactics
were used in Syria to attack humanitarians
and spread disinformation on the use of
chemical weaponsli. The Indian government
is known to use troll farms, and other
countries have been accused of doing the
same, including China, Brazil and the
United Stateslii. China and Russia also ran
disinformation campaigns and propaganda
related to Covid-19liii.

• Political actors: Disinformation and
hate-based campaigns form core
infrastructures of authoritarian populist
politics.

Politicians on the far-right draw upon hate 
discourses and collaborate with far-right 
hate groups to target minorities at the 
“margins of the margins.”

• Removing access: Internet Shutdowns,
geo-blocking, takedown notices are
techniques used by governments to silence
dissent and prevent opposing views being
shared with communities. This allows
harmful and dehumanising content to
flourish without being challenged or
refuted. India is well known for shutting
down access in Kashmir, Manipur and
other regions. Several countries limit access
to certain platforms, such as China and
countries in the Middle East.

Strategies for challenging online 
warfare

We propose a culture-centered approach to 
data justice, drawing on the concept that 
co-creating voice infrastructures at the 
“margins of the margins” forms the basis 
for challenging disinformation and hate. 
Based on the observation that online 
warfare directly mobilises violence 
targeting communities at the “margins of 
the margins,” seeking to erase the 
articulations emergent from the “margins 
of the margins,” co-creating voice 
infrastructures in partnership with the 
“margins of the margins” forms the basis 
for resisting online warfare. Culture-
centered processes of co-creating voice 
infrastructures at the margins challenge the 
disinformation and hate that is 
disseminated online, and contribute 
toward building sustainable peace, 
strengthening institutions, and sustaining 
democracies.
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and promote white supremacy reflects the 
underlying colonial logic. Decolonising 
free speech therefore calls for building 
openings for Indigenous and Global South 
knowledge systems, locating concepts of 
freedom and speech in justice-based 
registerslvii. 

Building information 
cooperatives 

• Building alternative news media
models: The hegemonic model of news
production and circulation continues to
circulate and uphold state and capitalist
power. The nature of news itself serves
hegemonic actors, often platforming
dominant voices. The ideology of hate is
normalised and upheld in colonial and
racial capitalist processes, including in
hegemonic processes of news production
and dissemination. It is therefore critical to
build community-led culture-centered
news infrastructures grounded in the
voices of communities at the margins.
Decolonising the disinformation and hate
infrastructure therefore is tied to co-
creating voice infrastructures owned by
communities at the margins, enacting story
sovereignty. Hegemonic news values are
de-centered through community
participation and mobilisation.

• Building community media:
Community media are vital to community
participation in democratic processes.
Building community media turns the
power of challenging disinformation and
hate in the hands of communities. The
capacity of communities to tell their own
stories counters the disinformation and
hate circulated through online platforms.

Accountability processes

Algorithms are the key drivers of 
disinformation and hate, and therefore, it 
is critical to establish processes of 
accountability that monitor and regulate 
algorithms. 

• Algorithmic audits: auditing the
impacts of algorithms is a useful tool for
holding platforms to account. There are
objections around commercial
confidentiality and intellectual property,
however it’s possible to use the financial
audit process as a model to develop an
infrastructure for algorithmic auditslviii.

• National security strategies: need to
explicitly include tactics to counter
disinformation, troll armies, astroturfing
and other being used by states. State
disruption requires a state response
through national security strategies that
are well resourced and effectively
implemented.

• Platform regulation: Various
jurisdictions have implemented legal
regulatory regimes to reduce the impact
on online harm. Various examples
include the European Union’s Digital
Safety Actlix, Australia’s Online Safety
Act , and Ireland’s Online Safetylx and
Media Regulation Actlxi The UK’s Online
Safety Bill is currently going through the
legislative processlxii, while regulation in
Aotearoa New Zealand has not yet
reached the phase of draft legislationlxiii.
Many of the existing regimes are new, so
it will take time to see how effective they
are in reducing online warfare tactics.
• Product liability: platforms have not
generally been held legally liable through
placed liability on the creators of content

• Legal empowerment: Participation in
legal processes is critical to enabling
communities at the margins to launch
effective challenges to platform-based
disinformation and hate. The complicity of
Big Tech in the production and
dissemination of disinformation and hate
implies that the challenge to Big Tech ought
to be mobilised through legal processes. It is
critical to build a legal infrastructure that is
connected to communities and that works
alongside communities to challenge the
hate.

Decolonising processes

Recognising that the proliferation of hate 
online is directly tied to the colonial-
capitalist ideology that underlies the 
architecture of platforms shapes the 
organising of data justice around 
decolonising registers. In Aotearoa New 
Zealand, Te Tiriti-based mobilisation draws 
on the concept of data sovereignty to offer a 
framework for organising against online 
disinformation and hate.

• Land rights: Recognising that historically
disinformation formed the architecture of
colonial land grab informs the organising of
resistance to disinformation and hate in
land rights.

• Challenging incarceration: Incarceration
is an essential resource in upholding the
politics of hate. Through processes of
incarceration, hegemonic power structures
enact control over communities at the
margins. A decolonising approach to
challenging online hate therefore is deeply
rooted in the organising work of
dismantling the military-prison-industrial
complex.

• Data sovereignty: Communities at the
margins, Indigenous and local
communities in the Global South are
turned into exploitable sources of data in
hate campaigns. Centering data
sovereignty prioritizes questions of data
ownership and control, noting that
communities at the margins ought to own
the data that is gathered from them.
Centering community control resists the
gathering of data for manipulation by far-
right hate campaigns. Platforms such as
Meta and X are held accountable to
communities. Such processes of
community control foreground
decolonising values of love, connection and
community, fundamentally undoing the
colonising work of polarising hate content.

• Data sharing: Data sharing refers to the
sharing of data by placing data in
community values, community norms, and
community conversations. Principles of
sharing are guided by values of building
connections, rooted in Indigenous and
Global South registers of organising data.
These connections sustain community-led
efforts of social cohesion and peace
building, defining data in values rooted in
peace and community. The privatisation
and extraction of data that shape
disinformation-based hate campaigns is
resisted through community-led processes
of data sharing. The extractive logics that
fuel the profiteering models of Big Tech are
resisted through principles of sharing.

• Decolonising free speech: The
hegemonic registers of free speech are
rooted in whiteness, embedded within
colonial formations. That organisations
built around free speech advocacy in
Western democracies are often formed
under frameworks mobilised to protect
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particular search terms are entered. These 
techniques are designed and implemented 
by platforms.

• UN processes: existing UN processes are
available to hold nation states accountable
for upholding human rights or other
conventions. Examples of these are the
Universal Periodic Review run by the
United Nations Human Rights Council, or
the reporting process for the UN
Convention on the Elimination of all
forms of Discrimination Against Women.
For each of these processes, both civil
society and governments report on their
progress in upholding their commitments
and are questioned by other nation states.
Such processes could be used, for example,
to hold states accountable for their
commitments through the Christchurch
Call to Action. This option has not yet
been explored.

• Hate index (SDG 19): We propose
community-led culture-centered processes
for measuring online hate, monitoring
online hate, and labelling the political and
economic structures that drive hate.

Conclusion

In this white paper, we have outlined the 
nature and mechanics of online warfare, 
the drivers of online warfare, and 
potential strategies for challenging online 
warfare. Drawing on the CCA, we argue 
that empowering communities at the 
“margins of the margins” to lead 
advocacy is a critical to challenging 
online disinformation and hate. 
Moreover, we note that a decolonising 
register for countering online warfare 
locates disinformation and hate amidst 
the interpenetrating forces of 
colonialism, imperialism, and racial 
capitalism. To counter disinformation 
and hate at the structural level therefore 
calls for building and sustaining 
anticolonial practices of resistance that 
center values of love, connection and 
community. 
______________________________ 
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within communities at the margins; 
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J. (2021). Negotiating health amidst 
COVID-19 lockdown in low-income 
communities in Aotearoa New Zealand. 
Health Communication, 36(1), 109-115. 

content rather than the platforms. This 
ignores the systemic issues and the impact 
of the volume of accounts attacking a single 
user. The EU’s Digital Safety Act, on the 
other hand, has now included provisions 
for product liability.

• Resourcing: many of the solutions to
online warfare rest on community activism,
as well as well as regulatory infrastructures
which are expensive to effectively maintain.
Often lack of enforcement from law
enforcement is the direct result of the lack
of resourcing to deal with the sheer volume
of content that includes death and rape
threats, and other harmful content. One
way to provide resourcing is through the
fair taxation of multi-national platforms.
This would require international
agreements and possibly covenants, due to
the ability of multinational platforms to
change locations of registration and head
office to avoid tax. Currently there is plenty
of evidence of tax avoidancelxiv.

• Taxonomies and definitions: the terms
“terrorism” and “violent extremism” are
contested, with no internationally agreed
definitions. Similarly, clear and concise
definitions of hate speech, legal and illegal
content can be complex and context
dependent. This is part of the complexity of
this space, and a challenge to regulators,
policy makers and content moderatorslxv.

• The Trump testlxvi: when considering
regulatory frameworks, it is important to
consider how any content moderation or
censorship laws would be used by a hostile
government. In the US, President Trump
was known for targeting minorities such as
Muslims, Mexicans, disabled people and
others in his political rhetoric. Having such
a figure have power over the machinery of
the state runs the risk of laws and

and regulations being applied most harshly 
against the very groups it is designed to 
protect. (Free speech versus over-
censorship)

Collaborative processes

• International collaboration: there are
many instances of multistakeholder
forums that comprise the public and
private sector, along with civil society, to
seek solutions to online warfare. This is a
participatory approach, recognising that
the public sector has regulatory power, the
private sector control online platforms,
and civil society groups hold both
accountable for upholding civil, political
and human rights. Examples of such
forums are the Christchurch Call to
Action, the Global Internet Forum to
Counter Terrorism, OECD
multistakeholder work on a Voluntary
Transparency Reporting Framework and
the Global Partnership on Artificial
Intelligence. These processes are useful to
present a range of views on various issues,
and to inform public policy. Enforcement
of decisions can be a problem, particularly
when there is no effective method beyond
diplomacy to do this.

• Positive interventions: are used for the
promotion of credible, positive alternatives
or counter narratives, and other forms of
digitally distributed user-facing messaging,
with the goal of counteracting the possible
interest in terrorist and violent extremist
groups lxvii. These can use tactics such as
flagging harmful content with content
warnings, reminders to click on the link in
a post prior to sharing, providing warnings
around sharing misleading information or
redirecting to scholarly articles when
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